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1. Common Ground: Upper and Lower Bounds

‣ The last two readings have explored CG by looking at advanced 
communicative tricks that push the limits of our social-cognitive 
capacities to their limits, and beyond 

‣ These phenomena help us to probe the upper-bound of CG. What 
are the most taxing uses we can put it to, and how do they force us to 
complicate our models? 

‣ By contrast, Armstrong wants us to consider the lower bound. 

‣ What are the most basic instances of CG, and how can we generalize 
about them?



2. Main Argument Summary 

‣ Iterated propositional attitudes are often taken to be definitive of 
common ground, but this confuses the target phenomenon with one 
possible theory of it. 

‣ Some communicators (including some non-human social animals) 
make use of common ground without iterated attitudes. Therefore, 
iterated attitudes can’t be definitive of common ground. 

‣ Instead, we should have a more general account of common ground
—the “reciprocal responsiveness” view—which treats humans’ use of 
iterated attitudes as an occasional special case of a broader, and 
normally less demanding phenomenon.



3. Functional Role vs. Substantive Theory

Kelly: 
I thought that separating out common ground qua phenomenon and iterative 
metarepresentation qua one type of CG construals was a very useful move. 
However, I thought the biggest advantage to draw such distinction is to 
argue that CG can be created via an array of different methods. So, in some 
contexts, it might be better to create a CG through iterative 
metarepresentation, and in some other contexts, through reciprocal 
responsiveness...etc.  

That is to say, I am not sure why any one of them would be the default.



4. Armstrong on the Functional Role of CG
Dynamic Social Guidance 
“As a target phenomenon, common ground is supposed to provide a background body of 
attitudes that the agents in a group can use to guide their social interactions at time and, 
further, which each agent updates incrementally over time as they interact with another 
and with the world more generally” (p.5). 

Publicity 
“…the psychological states that comprise common ground between a group of agents 
should not merely overlap but should overlap in virtue of environmental cues that are 
publicly available or mutually manifest to the agents (or their cultural communities)” 
(p.7) 

Partner Specificity 
“What is common ground between you and your close friend is different from 
what is common ground between you and your neighbor or your distant cousin. 
Different bodies of information will be relevant across the different interactions you have 
with these individuals” (p.18)



5. Criticisms of Armstrong’s Functional Role

Jiwoo: Armstrong’s role for CG leaves out some things 
(e.g., The constraint against asserting redundant information.)



6. Armstrong’s Objection to Iterated Theories

The Dissociation Argument: 

There are cases of CG without iterated attitudes: 

•Other social primates do CGish stuff but can’t pass false-belief 
tasks. 

•Kids likewise 

•Some evidence suggests that metarepresentation is effortful, and 
so Armstrong thinks it’s unlikely that we use it every time we’re 
doing CG stuff.



Factive Mindreading



Knowledge-Firsters about Common Ground



Elliot: How do we know when to use metarepresentation?

[Armstrong’s] suggestion [in the restaurant example] seems to be 
that we only engage in metarepresentation when we think that 
something will go wrong; I don't consider the fact that the server has 
certain beliefs when she can see what I'm pointing to, but I do 
consider her beliefs when she cannot see what I'm pointing. But this 
only raises the further question of how I'm meant to know which of 
these two situations I'm in. In order to recognize that the server can 
or cannot see what I'm pointing to, don't I already need to engage in 
metarepresentation? 

By and large, we don't order by pointing to things when the server 
can't see. Presumably this isn't luck. If we represent our servers states 
of mind, there is a natural explanation for this fact. How does 
Armstrong's account explain this fact?



Kelly: Why not rely on heuristics to build metarepresentations?

I think [the costliness argument] makes a lot of sense. Mindreading 
and metarepresentation take up a lot of energy, and in many 
situations, one simply cannot handle all that mental cost. But there 
are also many other ways to manage this cost. One example is 
utilizing social heuristics or existing social/institutional 
representations (I'm thinking of "The Institutional Stance" by Julian 
Jara-Ettinger and Yarrow Dunham), where an interlocutor doesn't 
have to create metarepresentations from scratch but instead access 
some existing representations from their past experiences/
community. It is unclear to me that the logical next step from the 
costliness argument is to discount iterative metarepresentation 
altogether.



Kelly: Why Group Different Kinds of CG Together?

I have some questions for a few of the arguments Armstrong use to 
criticize CG as iterative metarepresentation. The first one is the 
arguments regarding other social animals' lack of 
metarepresentational capability, namely baboons in the paper. I don't 
really know why it is assumed that all CGs across species would be 
created/utilized the same way. My thought is that for different 
species/groups of people/or even individuals, the purpose of and 
degree of reliance on CG would differ a fair amount, so it seems 
reasonable for me that how that CG is created and maintained will 
also be different.



Keysar, Barr, and Horton (1998): “The Egocentric Basis of Language Use: Insights From a Processing Approach,” 

Director’s instructions to Matcher:  
“Put the bottom block below the apple.”

If the Matcher moves the block marked      , then they have reasoned 
“egocentrically”—i.e., failed to account for the Director’s perspective.

π

THE DIRECTOR TASK



We usually perform in ways that are sensitive to others’ perspectives.  

But we predictably get worse in some situations: 

•cognitive load → more egocentric (Keysar 2008) 

•Verbal-working-memory deficit → more egocentric (Lin et al 2010) 

•Time constraints → more egocentric (Horton and Keysar 1996) 

•Younger children → more egocentric (Keysar 2008) 

•Repeated conversations with egocentric interlocutor → less egocentric 
(Hawkins et al 2008)

PATTERNS OF BREAKDOWN



DIRECTOR TASK

Keysar et al’s Interpretation: 

•We are egocentric by default. 

•Computing CG is an extra, slow, 
costly step that we do only when we 
have the resources.



DIRECTOR TASK Another Interpretation 
(Not the only alternative to Keysar’s) 
•A very simple and easy, and usually 
pretty reliable cognitive strategy: 
treat any information that’s visually 
available to you as CG. 

•In the director task, we see this 
strategy mixing with other, slower 
and costlier strategies, which win out 
when the resources are available. 



7. Defenses of Iterated Attitudes?



“…common ground is a body of mutually accepted 
attitudes that a group of agents adopt because of a 
history of reciprocal social-cognitive responsiveness 
to the presence of one another as individuals and to 
the states of the world more generally.” 

—Armstrong, p.20



Rather than understanding the common ground in terms of 
synchronic states of iterative meta-representation (e.g. 
common knowledge) among a group of agents, I am 
suggesting that the common ground should be understood 
diachronically in terms of mutual attitudes among the 
members of a group that have a certain kind of history; 
namely, as mutual attitudes that have been arrived at and 
stabilized over time as a function of joint exercises of social 
competences. Accordingly, the common ground consists in 
the mutually responsive attitudes among the members of a 
group: attitudes of agents’ that do not merely happen to 
overlap at a time but that change in coordinated ways 
together over time. 

—Armstrong, “Provincialism in Pragmatics” p.17



Suppose four intelligent agents are sitting at various 
distances from one another along a river. Suppose further 
that there is a crocodile nearby in the river. If all four agents 
happens to see the crocodile as they are each going about 
their business, then the presence of the crocodile is merely 
mutually known or accepted by each of them on the basis of 
the private information at each of their disposal. 

—Armstrong, p.17



But if, instead, one of the agents happens to see the crocodile 
and jumps up in fear and the other three agents come to see 
the crocodile by following the line of the first agent’s gaze, 
then the presence of the crocodile is a matter of public 
information among the members that group. 

—Armstrong, p.17



But if, instead, one of the agents happens to see the crocodile 
and jumps up in fear and the other three agents come to see 
the crocodile by following the line of the first agent’s gaze, 
then the presence of the crocodile is a matter of public 
information among the members that group. 

—Armstrong, p.17



Further, if the agents each come to accept that there is a 
crocodile nearby by tracking both the world and one 
another, then the existence of the crocodile will be common 
ground between them. 

—Armstrong, p.17



In each version of the case, the agents came to be in the same state of 
mutual knowledge or acceptance vis-a`-vis the presence of the 
crocodile. But only in the second version of the case is the mutual 
knowledge or acceptance guided by the resources at the agents’ 
disposal for representing the activities of other agents: the line of their 
gaze, their movements, and their cries. In particular, it is only in the 
second case that the shared knowledge of the presence of the crocodile 
is non-accidental due to the use of social competences. 

—Armstrong, p.17
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8. Armstrong’s “Reciprocal Responsiveness” Theory of CG 
…P…is common ground among agents A and B just in case the following 
conditions obtain: 

1. Represented Copresence 
A and B each represent the presence of the other as individually 
distinctive agents in the course of a social interaction; 

2. Mutual Acceptance 
In the course of that social interaction, A and B each accept P; 

3. Content Co-Variation 
If the environmental cues present in that social interaction or in 
previous social interactions had been different, A and B would each 
have accepted some alternative content Q rather than P.



Ari: Inter-Species Communication?  
(e.g., Between a human and their pet dog.) 

Rivka: Maybe we should have an even more inclusive theory? 
“[Armstrong’s account] presupposes that animals elaborating the 
social coordination he concerns/wants to include all operate on a 
certain kind of mental representations that is able to guide actions 
and respond to environmental cues. I wonder if that presupposition 
would be necessary; can a more inclusive theory be non-
representationalist and account for more animals’ social 
behaviors?”

8. Armstrong’s “Reciprocal Responsiveness” Theory of CG 



1. Represented Copresence 
A and B each represent the presence of the other as individually 
distinctive agents in the course of a social interaction;

9. Criticisms of Armstrong’s Theory

Sadie: What is agency detection without belief/desire detection? 
“My intuition on this is that representing someone as an agent in 
the relevant way in a human communicative context seems like it 
involves representing them as having the capacity to form beliefs…”



1. Represented Copresence 
A and B each represent the presence of the other as individually 
distinctive agents in the course of a social interaction;

9. Criticisms of Armstrong’s Theory

Laura to Sadie: Check out footnote 11!

Sadie: Okay but what does “purposive” mean here? 
“either it involves something like a theory of mind or it’s quite minimal compared 
to what we mean when we talk about human agency [e.g. my Roomba].”





From Carey, Origin of Concepts (2009)



1. Represented Copresence 
A and B each represent the presence of the other as individually 
distinctive agents in the course of a social interaction;

9. Criticisms of Armstrong’s Theory

Theo: This condition seems too weak 
Armstrong wants it to rule out an eavesdropper at a restaurant, but 
it doesn’t do that, because agency representation is too cheap and 
automatic.



Theo: Armstrong’s Condition (1) is too weak 

On the top of page 17 Armstrong writes: 

But now suppose that you and I begin to discuss the fact that the that Atlas moths have a 
beautiful pattern of coloration and that there is also someone at the table next to us that hears 
our conversation and comes to accept that that Atlas moths have a beautiful pattern of 
coloration. In this situation, it is common ground between you and me that Atlas moths have a 
beautiful pattern of coloration but it is not common ground with the person sitting next to us. 
For while you and I have come to satisfy all three conditions of the account, the person sitting 
next to us is a mere overhear and does not satisfy condition (1) with respect to the social 
interaction—we have not represented co-presence with one another [emphasis added].  

Agency detection and ascription are core features of human (and beyond) cognition, and my 
understanding of the relevant literature suggests one would near-automatically represent people 
at the next table as agents, thus satisfying (1) and making the relevant fact common ground with 
the overhearer in a good many situations. I suppose the ‘in the course of a social interaction’ 
condition is meant to save this, but I doubt it can – is looking at a participant, which includes the 
next table in the visual frame, to be excluded somehow? I don’t see how without 
metarepresentation, which Armstrong cannot avail himself of.



1. Represented Copresence 
A and B each represent the presence of the other as individually 
distinctive agents in the course of a social interaction;

9. Criticisms of Armstrong’s Theory

Me: This condition is also too strong! 
As we saw last week, we sometimes have reason to posit common 
ground between agents who don’t represent each other as 
individuals, but only as members of broad social categories (e.g., 
when speaking to a crowd, or when posting on social media).



Heider and Simmel (1943)



2. Mutual Acceptance 
In the course of that social interaction, A and B each accept P;

9. Criticisms of Armstrong’s Theory



3. Content Co-Variation 
If the environmental cues present in that social interaction or in 
previous social interactions had been different, A and B would each 
have accepted some alternative content Q rather than P.

9. Criticisms of Armstrong’s Theory

Laura: “why does he frame condition 3 as a counterfactual? Does 
this just mean that the environmental cues are causally efficacious 
on the agents' representations or does there need to be more to 
make the connection "modally robust" (16)?”



3. Content Co-Variation 
If the environmental cues present in that social interaction or in 
previous social interactions had been different, A and B would each 
have accepted some alternative content Q rather than P.

9. Criticisms of Armstrong’s Theory

Laura: “…it…seems impossible to define the environment completely 
independently from the specific capacities of the agents involved. For instance, our 
different sense modalities structure what counts as the "environment". For 
example, I cannot see my neighbor's dog, but I can hear it. So "she has a dog" is 
part of the common ground, as is the loudness of the dog, but not the colour of the 
dog. Things get even more complex when we go beyond basic perception. How do 
the extra "meanings" or emotional valences we attach to things fit into the 
common ground? Two primates who have received grapes may share the common 
ground that receiving a cucumber is insulting, but the primate who has never 
received grapes is happy with the cucumber. Are these extra meanings/emotions 
also causally effected?”



3. Content Co-Variation 
If the environmental cues present in that social interaction or in 
previous social interactions had been different, A and B would each 
have accepted some alternative content Q rather than P.

9. Criticisms of Armstrong’s Theory

Jiwoo + Chris: Too weak, violates positive introspection 
Armstrong considers a case in which a goat walks by outside, A sees it 
out a window that B lacks access to, and B sees it on a video feed that 
A doesn’t know about. This meets Armstrong’s condition but doesn’t 
seem like common ground. He bites the bullet, saying it is common 
ground. 

Jiwoo: “Armstrong seems to forgo the specific explanatory role that 
common ground plays in other understandings in order to make the 
concept more generally applicable.”



3. Content Co-Variation 
If the environmental cues present in that social interaction or in 
previous social interactions had been different, A and B would each 
have accepted some alternative content Q rather than P.

9. Criticisms of Armstrong’s Theory

Chris: Possible fix? 
“It might be an easy fix to stipulate that not only must some environmental 
or communicative stimulus 'S' for updating the CG be manifest to all 
agents, but it must also be manifest to all agents that S is at least 
accessible to all agents. … I think that this still effectively skirts the 
metarepresentative apparatus, but achieves what I want to do, namely 
excluding the presence of the goat from the common ground until both 
agents are prepared to produce utterances that take for granted that both 
agents have noticed the goat is present.



3. Content Co-Variation 
If the environmental cues present in that social interaction or in 
previous social interactions had been different, A and B would each 
have accepted some alternative content Q rather than P.

9. Criticisms of Armstrong’s Theory

Rutger: modal sensitivity overgenerates, recapitulates knowledge debate 

- E.g. in the coordinated-attack scenario when the message that Q doesn’t 
go through, since A and B would have treated Q as CG if it had. 

- Alternatives to this condition mirror the various moves that people have 
tried for defining knowledge in epistemology (safety, high credence, 
knowledge-first, stakes-sensitivity, etc.) 

Rutger: “what we require beyond mutual acceptance (if we don’t require 
infallibility), seems to have a lot of analogues in epistemology, and there are 
many different ways one can go about this.” (+related Q from Andre)



3. Content Co-Variation 
If the environmental cues present in that social interaction or in 
previous social interactions had been different, A and B would each 
have accepted some alternative content Q rather than P.

9. Criticisms of Armstrong’s Theory

Kristin: In “Provincialism…”, Armstrong emphasizes reliability, not 
sensitivity 

- He points to primates’ various mechanisms for ensuring that their socially 
relevant beliefs usually tend to be aligned



12. Continuity, Recurrence, and Uniqueness



12a. Recurrence

Put another way: CG will arise in agents who have to play iterated 
games with the same partners.  

Question: Is this any kind of game, or just coordination problems?





13. Coordination at Three Timescales

Species-level Coordination Across Generations (Innate Signaling Systems)

Population-level Coordination 
within lifespans (Conventions)

Small-group-level Coordination  
within small-scale interactions



12. Another Way of Setting Things Up

The problem: Small-scale coordination

Desiderata: Reliable publicity, flexibility, cost-savings, partner 
specificity, rationality, etc…

Cognitive Strategies: Egocentrism, belief+causal coordination 
mechanisms, factive mindreading, non-factive 
mindreading, etc…


