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Ch. 4 Outline: 
1. I have posited a lot of mindreading 
2. Some evidence that we mindread a lot, but 
that it is resource intensive 
3. Graceful degradation vs. Progressive 
enhancement? 
4. Some cost-saving proposals for 
communicative mindreading



3. Graceful degradation vs. Progressive 
enhancement?

•Nearly everyone agrees that we sometimes do 
fancy mindreading when we communicate. 

•Nearly everyone agrees that we also 
sometimes do less fancy things. 

•Is either of these ways of doing things more 
fundamental than the other? 

•And in what sense?





3. Graceful degradation vs. Progressive 
enhancement?

Graceful degradation in interface design 
Providing an alternative version of your functionality or 
making the user aware of shortcomings of a product as a 
safety measure to ensure that the product is usable.  

Progressive enhancement in interface design 
Starting with a baseline of usable functionality, then 
increasing the richness of the user experience step by 
step by testing for support for enhancements before 
applying them.



3. Graceful degradation vs. Progressive 
enhancement?

Graceful degradation in communicative cognition 
To use language in accordance with its proper function 
requires doing fancy planning and mindreading. We rely 
on less resource-intensive but less reliable backup options 
when that’s not available. 

Progressive enhancement communicative cognition 
The most basic and central cases of language use are the 
ones without fancy planning and mindreading, which we 
wheel out only in unusual cases when something special is 
called for.



Minxin 
…Westra & Nagel article makes me wonder the defeatability of the 
claim that mindreading takes a central role in human communications. 
In particular, since much of the theory relies on subconscious activities 
of the mind, there would not be any reliable introspective evidence or 
self-reported evidence that could serve as a potential defeater of the 
model. What kind of findings would it take for one to consider it 
improbable (or even impossible) that mind reading is not involved in 
most of our daily communications.



Minxin 
For example, consider an attendant with a ridiculously huge grinder salting my 
steak. They stoped their motion of grinding the salt when they hear I say the word 
“when.” Their action is a clear marker that they have understood my intention for 
them to stop salting, but prima farcie, my expression has nothing to do with 
stopping or enough or anything of the sort. But anyone who has learned the 
expression, either through someone is kind enough to teach them how to respond 
to “say when”, or by a similar experience of humiliation to mine where I stunned 
and stared at a little Parmesan cheese hill being formed on top of my salad 
without knowing what to say, would know that my saying “when” is an indication 
for the attendant to stop grinding. The intention-recognition model hypothesizes 
that in reaching the conclusion that I should say “when,” I formed the intention 
for the attendant to stop salting and planned this by expecting them to recognize 
my intention for this as I say “when.” 

If, immediately after I said “when,” someone asked me “why did you say that?” I 
would probably give the explanation that I said that intending for the attendant to 
stop. Though this could serve as an indication that the intention-recognition 
model is true, it is also possible that this is merely an adhoc explanation of the 
fact. On the hand, if my initial response is “I don’t know, just seemed like the thing 
to say when someone says ‘say when.’” This would still not act as counter-
evidence against the model as a supporter might just respond by claiming that I 
simply do not realize the unconscious communication process.







m0

m1

m2

m3

m4

uall = “Alex ate all of the cookies”

e Meaning Space  
ings that S could have meant. 
ink of these as answers to the 

QUD: how many cookies did 
Alex eat?

All cookies 
eaten.

Three 
cookies 
eaten

Two cookies 
eaten.

One cookie 
eaten.

All cookies 
remain.

e Utterance Space  
ings that S could have uttered.

usome = “Alex ate some of the cookies”

unone = “Alex ate none of the cookies”

⟦uall⟧ = {      }

Semantics 
e literal meanings of the 

utterances in U.

⟦usome⟧ = {                              }

⟦unone⟧ = {      }

Probability Space  
e prior probabilities of 

each of the propositions in 
the meaning space.

P(m1) = 0.2

P(m2) = 0.2

P(m3) = 0.2

P(m4) = 0.2

Basic Scalar Implicature Game

P(m0) = 0.2



P(m1) = 0.2

P(m2) = 0.2

P(m3) = 0.2

P(m4) = 0.2

Basic Scalar Implicature Game

P(m0) = 0.2



P(m1) = 0.2

P(m2) = 0.2

P(m3) = 0.2

P(m4) = 0.2

Basic Scalar Implicature Game

P(m0) = 0.2

• Suppose that S makes an utterance.  

• L wants to know the meaning. 

• Probabilistically: L’s job is to infer the 
likelihood of each possible meaning, given 
that the speaker made that utterance. 

• For each m, they calculate P(m|u): the 
probability of each meaning conditional on 
that utterance being made.



P(m1|uall) = 0

P(m2|uall) = 0

P(m3|uall) = 0

P(m4|uall) = 1

Basic Scalar Implicature Game

P(m0|uall) = 0

Alex ate all of the 
cookies.

• The literal meaning of this utterance is 
incompatible with all of the meanings 
except m4. 

• So, if they assume that the speaker is 
knowledgeable, honest, and informative 
(i.e., the maxim of quality), they can infer 
the truth of m4.



P(m1|unone) = 0

P(m2|unone) = 0

P(m3|unone) = 0

P(m4|unone) = 0

Basic Scalar Implicature Game

P(m0|unone) = 1

Alex ate none of 
the cookies.

• Similar story here.



P(m1) = 0.2

P(m2) = 0.2

P(m3) = 0.2

P(m4) = 0.2

Basic Scalar Implicature Game

P(m0) = 0.2

• What about when the speaker says this? 

• On one hand, the literal meaning of this 
utterance only rules out one possibility, 
m0. 

• But in cases like this, we tend to detect a 
scalar implicature that also rules out (or 
lowers the probability of) m4. 

• How can we predict this?

Alex ate some of 
the cookies.



Basic Scalar Implicature Game

PL0(m0|usome) = 0

Alex ate some of 
the cookies.

PL0(m1|usome) = .25

PL0(m2|usome) = .25

PL0(m3|usome) = .25

PL0(m4|usome) = .25

• First, here’s a rule that predicts what the 
literal listener (L0) would do: 

PL0 (m|u) ∝ δm∈⟦u⟧ · P(m) 

δm∈⟦u⟧ = 1 if m is one of u’s meanings; 
otherwise it is 0 

• So L0 distributes probabilities across the 
literal meanings of u, in proportion to their 
prior probabilities.



Basic Scalar Implicature Game

PL0(m0|usome) = 0

Alex ate some of 
the cookies.

PL0(m1|usome) = .25

PL0(m2|usome) = .25

PL0(m3|usome) = .25

PL0(m4|usome) = .25

• In this case, since the priors were all even, 
we get the assumption that M0 is ruled 
out, but M1–M4 are equally likely. 

• This is the strictly literal interpretation.



Basic Scalar Implicature Game
• Now let’s think about this from the 

perspective of the “pragmatic speaker”, S1
—a speaker who is trying to be 
informative, and thinking about how the 
listener will interpret them. 

• Given that they want to mean m, they 
need to calculate P(u|m) for each possible 
utterance u, which is the probability that 
they should utter u given how good it 
would be if the listener inferred m.

P(usome|m1–3) = ?

P(unone|m1–3) = ?

P(uall|m1–3) = ?



Basic Scalar Implicature Game
• The basic RSA model predicts that the 

pragmatic speaker will calculate the utility 
of each possible u as a way of conveying 
m. 

• This is calculated as the (the natural 
logarithm of) the literal listener’s 
probability of m given u, minus the “cost” 
of uttering u:  

U(u,m) = ln PL0(m|u) — cost(u) 

P(usome|m1–3) = ?

P(unone|m1–3) = ?

P(uall|m1–3) = ?



Basic Scalar Implicature Game

Alex ate some/all 
of the cookies.

• Then this utility score is fed into the 
following equation to calculate PS1(u|m) 

PS1(u|m) ∝ exp(α · U(u; m))  

• Here, α is a “utility-scaling parameter” 
that represents how well the speaker’s 
behavior conforms to expected utility. 

P(usome|m1–3) = ?

P(unone|m1–3) = ?

P(uall|m1–3) = ?



P(usome|m1–3) = ?

P(unone|m1–3) = ?

P(uall|m1–3) = ?



Basic Scalar Implicature Game

Alex ate some of 
the cookies.

• Finally, consider the pragmatic listener 
(L1), who reasons about what the 
pragmatic speaker would do and updates 
accordingly. 

• They calculate PL1(m|u) from PS1(u|m) and 
P(m), using Bayes’ rule: 

PL1 (m|u) ∝ PS1 (u|m) · P(m)  

• Given most values for α, this winds up 
lowering the odds of m4, which is the 
implicature we were looking for.

PL0(m0|usome) = 0

PL0(m1|usome) = .25

PL0(m2|usome) = .25

PL0(m3|usome) = .25

PL0(m4|usome) = .25



Alanna 
Initially, I was resistant to the idea presented by “The Rational Speech Act 
Framework” that there is no gray area in communication when looked at under 
the Baye’s hypothesis. There are so many miscommunications interpersonally, 
between species, and with the emergence of AI. […]



Steve 
I'm curious about how we should understand interpretation as a cognitive 
process for RSA frameworks. Even in idealized people, do agents consider each 
possible meaning before inferring the most statistically likely one? This seems 
to require that these ideal listeners apprehend every possible meaning that 
could be attributed to the utterance. That seems implausible as a model of 
how even idealized people interpret utterances. It sounds like more of a 
description of deliberation and judgment than one of interpretation.



Eleonora 
…Degen mentions a few difficulties for the RSA (which is a formal theory that 
models pragmatics according to the Bayesian conditionalization/update 
method), and I was surprised to not see conditional statements included in 
that group. I wonder whether a Bayesian approach to formal pragmatics may 
inherit, and thus need to account for, the notorious objections leveled against 
theories which make use of Bayesian reasoning in the context of conditionals 
(especially indicatives, wherein a conditional if A, then C corresponds to the 
probability of C, updated on A). In the literature on conditionals, such Bayesian 
reasoning is usually associated with Stalnaker’s Thesis: Where A > B stands 
for the indicative conditional with antecedent A and consequent B, and P 
stands for any rational credence function such that P (A) > 0: (1)  

Stalnaker’s Thesis: P(A > B) = P (B | A).  

Stalnaker’s Thesis has been the target of quite a lot of controversy, which 
began when Lewis (1976) notoriously gave the first triviality results, which 
have since been strengthened by Fitelson (2013, 2015, 2016). Although the 
literature seems to have found ways to retain some version of the ST (cfr. 
Schulteis (2022), Bacon (2015), Goldstein and Santorio (2021), Khoo and 
Manderlkern (2019)), all of these proposals had to postulate some changes to 
the original Bayesian approach. I wonder if this would be needed for RSA too.



Cornelia 
There's an objection to the Gricean story of implicature computation 
(see Travis, “On what is strictly speaking true”) and I think the Rational 
Speech Act framework (and possibly Harris's account?) might inherit 
it. The issue is that Gricean interpretation takes literal meaning as an 
input and only on that basis retrieves utterance meaning. In other 
words, semantic meaning is taken as basic and pragmatic meaning is 
derivative. But it's unclear that sentences uttered always have literal 
semantic meaning independent of the utterance, for on the very same 
circumstances, the very same sentence can be judged true or false, 
depending on relevance considerations. When I see you frowning over 
your black coffee and tell you that there's milk in the fridge, it won't be 
sufficient for my utterance to be true if there's a puddle of milk at the 
bottom. Yet when you just cleaned the fridge and I tell you there's milk 
in the fridge, the puddle makes my utterance true.  

Now, of course, the QUD is different in the two cases. But does that 
help? Do we want to hold that not only pragmatic factors such as 
relevance but in fact the truth value of an utterance depends on the 
QUD? And if we do, is this sort of semantic contextualism a problem 
for the RSA and Harris? 



Shin, responding to Cornelia 
The following is my take on Cornelia’s point and further thought on 
RSA. For the first question, I think there is no problem for contextualists 
to incorporate QUD since bringing QUD is a natural way to evaluate 
the relevance of an utterance. Indeed some recent proposals appeal to 
QUD in order to explain the data like in Travis’ paper (Schoubye & 
Stokke (2016) “What is said?”, Bowker (2022) ”Ineliminable 
underdetermination and context-shifting arguments"). Also I’m not 
sure how this kind of approach poses any problem for RSA. Once we 
get the meaning of a sentence by using contextualism with QUD, this 
meaning will be used as input for calculating further implicated content 
in RSA.





Cornelia 
(Degen 2022 acknowledges something like this problem when 
considering lexical uncertainty: in that case, "the literal listener 
performs the computation of literal meaning under the assumption of 
different possible lexicons". But lexical ambiguity is not the only way 
that semantic meaning can be underdetermined without context.)



Shin 
Furthermore, I think RSA itself would be useful in a variety kind of cases 
where the meaning of an expression is semantically underdetermined. 
For instance, by taking the value of L as “tall” and postulating possible 
standards of height, the lexical uncertainty model would be expected to 
assign the highest probability to the value a speaker intended using 
“tall” (really?). The point would be that RSA can give an explanation of 
local pragmatic processes. And this is another departure from Grician 
pragmatics (though not emphasized in the paper) since Grician 
pragmatics basically operates on the level of sentences, not 
subsentential expressions. So, It seems to me that RSA can be used in 
the calculation of both what is said and implicature. In this sense, RSA 
would be a good generalization of Grician pragmatics (however, I am 
wondering if the pragmatic processes to derive what is said and 
implicature are the same).







Keysar, Barr, and Horton (1998): “The Egocentric Basis of Language Use: Insights From a Processing Approach,” 

Director’s instructions to Matcher:  
“Put the bottom block below the apple.”

If the Matcher moves the block marked      , then they have reasoned 
“egocentrically”—i.e., failed to account for the Director’s perspective.

π

THE DIRECTOR TASK



Speakers and hearers are often sensitive to others’ perspectives.  

But not always. Some patterns: 

•cognitive load → more egocentric (Keysar 2008) 

•Verbal-working-memory deficit → more egocentric (Lin et al 
2010) 

•Time constraints → more egocentric (Horton and Keysar 1996) 

•Younger children → more egocentric (Keysar 2008) 

•Repeated conversations with egocentric interlocutor → less 
egocentric (Hawkins et al 2008)

PATTERNS OF BREAKDOWN



•Speakers compensate for uncertainty about addressees’ perspectives by 
using more informative descriptions (Hawkins et al 2021)



Theo (on the Hawkins reading) 
Something I'm curious about though is how to interpret the cost 
function. In the model we only have cost of an utterance, but in real 
conversation, especially if we think of conversations extending to many 
participants and across a long time, the 'opportunity cost' of being 
unclear, e.g. communicating with insufficient exactness the spot you 
wanted a couch moved to to one person leading to the need to later 
call another and incur all cognitive costs of communication again, 
seems at least as important. I wonder if this is a partial reason for 
participants in experiment 1 behaving so close the max perspective-
taking effort; that it's a habit to over-optimize for clarity on each 
utterance due to downstream effects? This multi-utterance cost could 
further exacerbate the issues relating to the cost of estimating cost 
brought up in the discussion as well.



Hawkins et al on Resource Rationality 
The recent development of resource- rational analysis (Griffiths, Lieder, 
& Goodman, 2015; Lieder & Griffiths, 2019; Shenhav et al., 2017) has 
provided a framework for understanding a range of costly but 
important cognitive functions, including attention (Padmala & Pessoa, 
2011), working memory maintenance (Howes, Duggan, Kalidindi, 
Tseng, & Lewis, 2016), planning (Callaway et al., 2018), and decision-
making under uncertainty (Lieder, Griffiths, & Hsu, 2018), through the 
application of rational principles under cognitive constraints. 
Computational- level accounts are often under-constrained: There are 
many solutions to the computational problem that could be considered 
equally “optimal” a priori regardless of how costly or intractable the 
required computations are. Resource-rational analyses attempt to 
place stronger constraints on these accounts by incorporating 
processing considerations. The key insight, motivated by recent work 
on the mechanisms of cognitive control, is that agents consider both 
the functional value of a computation as well as its costs (Kool & 
Botvinick, 2018; Shenhav, Botvinick, & Cohen, 2013), and behave in a 
way that is consistent with an approximately optimal trade-off between 
them. 



Hawkins et al on Resource Rationality 

We consider the trade-off between one specific benefit (the expected 
value of communicative accuracy) and one specific cost (the cognitive 
cost of perspective-taking). (p.11) 

If communicative accuracy were the only consideration, it would 
always be preferable to use maximal perspective-taking…, since higher 
perspective-taking leads to higher accuracy. In a resource-rational 
model, however, these benefits are traded off against the costs of 
perspective-taking. For simplicity, we assume that cost is linear in the 
degree of perspective-taking…. [F]or now, we maintain an abstract 
notion of "cost" encompassing multiple processing considerations…. 
(p.11)



Hawkins et al on Resource Rationality 
Our theoretical framework relies on an abstract computational notion 
of “effort” or “cost.” We remain agnostic about the precise source of 
these costs at the algorithmic level; the director–matcher task, like 
many other standard tasks used to evaluate theory of mind abilities 
(Quesque & Rossetti, 2020), involves the coordination of many 
cognitive systems, and the available data do not allow us to isolate a 
specific cause for poor perfor- mance (Rubio-Ferna ńdez, 2017). We 
expect that the abstract cost associated with using a higher mixture 
weight in our model represents a range of different costs associated 
with general executive control, working memory, selective attention, 
and other processes, as well as whatever cost may be specifically 
associated with forming and maintaining repre- sentation of a partner’s 
likely behavior given their perspective. (p.32)



Sadie (on the Hawkins reading) 
I’d like to talk more about how we might understand a cognitive or perceptual 
perspective, and what in particular the idea of ‘perspective-taking’ brings to the 
table. Thinking about perspectives I’m always inclined to go to Elisabeth Camp’s 
work, like what she says here in ‘Perspectives in Imaginative Engagement with 
Fiction’:  

‘Trying on a perspective involves more than imagining an experience or the truth of a 
set of propositions: it requires actually structuring one’s intuitive thinking in the 
relevant way […] so that certain sorts of properties stick out as especially notable 
and explanatorily central in one’s intuitive thinking’.  

Harris talks in chapter 2 about using information about the addressee’s ‘perceptual 
and cognitive perspective’ in communication design, but I hadn’t thought so much 
up until reading the Hawkins about this kind of perspective-sensitivity as involving a 
process of ‘trying on’ like Camp describes. Although we don’t engage imaginatively 
in ordinary conversation in the same way, this characterization of our engagement 
with fictional perspectives makes me curious about how exactly we do utilise 
information about the cognitive perspectives of others to communicate effectively. I 
am reminded of how I might adapt my descriptions of the same item during a game 
of Articulate, depending on which member of my family I am playing with – although 
I don’t imaginatively engage with their differing cognitive perspectives exactly, 
different sorts of properties do intuitively stick out as explanatorily central…









Factive vs. Non-Factive 
Mindreading



How did he get in here?

Stalnaker (1978)



Westra and Nagel (2022)



w1: The horse is in the room.

my colleague knows

How did he get in here?



w1: The horse is in the room.

my colleague doesn’t know

Look, a horse!



w1: The horse is named Secretariat.

my colleague knows what the horse’s name is

How did Secretariat get in here? 



Elliot 
To summarize briefly for those who read other stuff, 
Suppose A and B are both looking at a cat. A represents 
the cat as part of her model of reality. According to the 
authors, there are two distinct ways A may attribute a 
representation of the cat to B. In factive mindreading, A 
will couple B’s model of reality to her own and represent 
that B knows there’s a cat. In non-factive mindreading A 
decouples B’s model of reality from her own and 
attributes a belief to B that may or mat not align with A’s 
own model of reality. The claim is that factive 
mindreading is (relatively) effortless and frequently used 
in conversation whereas non-factive mind reading is 
effortful and used more rarely.



Elliot 
(1) What exactly does it mean to ‘couple’ someone else’s 
representations to your own model of reality? It doesn’t 
seem like A can simply attribute to B the same model of 
reality that A has. In the cat example, presumably A and 
B will see the cat from visual different perspectives so A 
can’t attribute precisely same model of reality to B. But 
then what exactly does A coupled from her primary 
representation to B? Won’t determining what should be 
coupled involve the same sort of reasoning as non-
factive mindreading?



Griffin, responding to Elliot: 
W&N have some comments that might answer your 
question (1). They suggest that in factive mindreading, S 
attributes to A the knowledge of S's primary 
representation p, including S's mode of presentation/
level-two features of p (p. 6). However, I think there is 
another way W&N can go here: instead of holding that 
S's factive mindreading attributes to A knowledge of S's 
primary representations including their mode of 
presentation/level-2 features, perhaps S attributes to A 
knowledge of S's primary representations excluding their 
mode of presentation/level-2 features. This seems 
potentially more plausible. But then we need to say more 
about how one can access one's own primary 
representations at a level that abstracts from their 
modes of presentation/level-two features.



Steve, responding to Elliot: 
A swing at (1): intentions are beliefs about what one will 
do. These beliefs are the conclusions of practical 
reasoning, and in some sense, when you intend to phi, 
you must represent yourself as having knowledge about 
what you’ll do (or try to do). 

Griffin, responding to Steve (slight paraphrase): 
That doesn’t sound like what Bratman would say! 🙀 

Steve, responding to Griffin (slight paraphrase): 
Not everyone agrees with Bratman bro. 🙄



Elliot 
(3) This model seems related to the Spinozan Model of 
belief fixation (we initially accept everything we think 
and rejecting is a later effortful process). I’d be interested 
to see how the developmental time tables line up for 
rejecting our own beliefs, and performing nonfactive 
mindreading.



Griffin (Elliot also had a similar Q) 
W&N frame their proposal as a way of making intentionalists’ posited 
unconscious processes more cognitively realistic. In doing so, they focus 
on the factive mental state of knowledge. However, intentionalists view 
the central mindreading process in conversation to be intention 
recognition. Intentions are not clearly factive mental states. So, it’s 
unclear how W&N’s proposal makes the intentionalists’ hypothesis any 
more palatable, given that W&N have explained a way that factive mental 
states attribution can be cognitively easy, while intentionalists posit 
(nonfactive) unconscious and fast intention attribution. 

Two possible answers. (1) Intentions are a sort of factive mental state. I 
have no idea how this would go… (2) W&N argue that while 
intentionalists focus on intention attribution, they also acknowledge that 
“communication design” and audience interpretation involve mindreading 
mental states other than intentions – such as knowledge. So, perhaps 
W&N’s proposal works for this part of intentionalists’ mindreading. 
However, this leaves untouched the posit of intention attribution as a 
cognitively demanding process that intentionalists think is at work in (at 
least many) conversations. So the question of whether this is 
psychologically realistic remains.



Petru 
two possible points of tension between [W&N’s] picture and Harris’.  

(a) If communication normally involves the use of our advanced planning 
capacity, then it will require at least the following three elements: (1) 
representations of the world as it is (primary representations); (2) 
representations of the world as we want it to be after our plans are carried 
out; (3) decoupled representations of the communicative partner’s own 
plans and subplans – which are not connected with any present state of the 
world, but rather with a future state. However, Westra and Nagel’s model 
submits that the use of such decoupled representations is much more 
computationally demanding, and so much less frequent than the alternative 
– factive mindreading. Part of the disagreement seems to be based on 
different approaches to the computational cost objection. Westra and Nagel 
acknowledge the force of the “Too costly to be real” counter made by 
opponents of mentalizing and, by way of response, propose a way to make 
the picture more psychologically real. Harris agrees that our picture should 
be psychologically real, but disagrees that the mentalizing picture as it 
stands is too costly to be real and hints at an argument to that effect (see 
below). I’d be curious to hear some direct replies to the authors (e.g. 
Andrews, 2012; Gallagher, 2001) who “[assign mentalizing] a sharply 
limited function” (Westra & Nagel, p. 1).



Petru 
(b) Harris claims that, even though intention recognition and the use of advanced 
planning in communication entail high computational costs, the relative benefits 
that they provide to our communicative aptitude make it worth it. There is an 
evolutionary story undergirding this position, a hint of which we have seen in 
Chapter 3 – “the advantages of cooperative communication and other forms of 
joint action are so significant that they constitute a powerful selection pressure in 
favor of cooperation-conducive traits,” one of which is mindreading (Harris, Ch. 3, 
p. 5). However, Westra and Nagel also appeal to an evolutionary explanation for 
our factive mindreading abilities and their widespread deployment (i.e. gaze-
tracking facilitates knowledge attribution, the human eye is particularly well-
designed biologically for easy gaze-tracking, so it’s plausible that our visual 
organs adapted to make “visually based communication” easier). But the two 
accounts are at odds with one another – Harris would not, I think, want to grant 
the distinction between factive and nonfactive mindreading too readily; or if he 
does, he would want to assign different weights to the two types of mindreading 
than Westra and Nagel do – so Westra and Nagel’s evolutionary claim stands in 
need of reply. Furthermore, I’d be curious to hear a little more about the 
evolutionary claim in Harris – a plausible and detailed genealogical story for our 
mentalizing abilities would go a long way, I think, towards arguing that the 
mentalizing camp is not imputing computationally implausible demands on the 
cognitive systems deployed in communication.



When do we need non-factive mindreading?

•Deliberate deception 

•Epistemic vigilance 

•Metalinguistic repair 

•Argumentation

Westra and Nagel (2020)



I am not in the 
mood for meat.

The waiter probably 
doesn’t respect 

vegetarians.

All Background Disagreement
(Not just argumentation)



All Background Disagreement
(Not just argumentation)



Oona knows that I’m not being serious, 
and she’ll find this fun.

This book was written by 
Blippy. He’s my favorite philosopher. 

Pretense



Oona knows that I’m not being serious, 
and she’ll find this fun.

This book was written by 
Blippy. He’s my favorite philosopher. 

Pretense



Small Talk

How about  

those Nuggets?



If I say, “The Investigations,” Oona won’t 
understand. But if I say more, she might.

This is one of  
my philosophy books.  
It’s by a philosopher  

named Ludwig Wittgenstein. 
It’s called The Philosophical  

Investigations.

Prediction



Did you see Candidate A’s 
reference letter from Professor X?

My colleague wants/intends hire 
Job Candidate A, but I want to hire 

Candidate B.

Non-epistemic 
mindreading



Interpersonal Object Tracking



He is coming to the party tonight.#



He is coming to the party tonight.

I know a man.



I propose that the common ground of a 
context be identified with what I have been 
calling the “file” of that context. As we will 
see, files cannot be construed as sets of 
possible worlds, although each file 
determines such a set.  

—Heim (1982) 



Creating Object Files
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Updating Object Files

He is F.
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Presupposition Failure
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Interpersonal File Identification?
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Interpersonal File Identification?


