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Our capacity for intention 
recognition emerges from our 
capacities for mindreading, planning, 
and language. 

Whereas language is a Fodor-
modular system, planning and 
mindreading are not.

1. Intention Recognition and its  
Psychological Underpinnings

Planning Mindreading

Language

(Sept 14)



Theo 
What are the stakes of the more controversial claims you put 
forward for the project as a whole? If, for example, it was 
found that some animal has significantly more planning, 
mindreading, and complicated communicative systems then 
has currently been shown, would that radically alter your 
theory, or merely change some things around the margins? 
What about if the evidence eventually weighed against the 
encapsulation of the language system?



Alanna: 
Why focus on humans? Why not study cognitive 
architecture and communication across species? What 
are the possible benefits when comparing and 
contrasting across species? What are the limitations of 
understanding humans in comparison to understanding 
the limitations of other species? 

For example, if we talk about planning it might be useful 
to look beyond the perspective of humans because we 
are limited in planning by our relationship to time and 
space. Temporal qualities shape how far ahead we can 
foresee, remember, and react. Humans don’t seem to be 
exceptionally gifted at this. Just different from most 
species. What does it mean to be even gifted at this?…



Alanna: 
It seems like we have many advantages compared to 
other species to communicate with our bodies. Why do 
we have these advantages? What are the roles of 
biological evolution? Why does it seem like humans are 
thriving? Are we?



https://danielwharris.com/book/DanielWHarris-WhatMakesHumanCommunicationSpecial.pdf

https://danielwharris.com/book/DanielWHarris-WhatMakesHumanCommunicationSpecial.pdf








“…the results reported here demonstrate that apes were able to perform 
multiple steps of a complex behavioral sequence and, consequently, act in a 
goal-directed manner by using a tool to access as many out-of-reach tools as 
necessary in order to get a reward.”



Eleonora  
Which Came First, Linguistic Encoding/Decoding, or Intention 
Recognition? 
I was puzzled by the claim that “the linguistic encoding and 
decoding involved in human communication always 
subserves a larger process of intention recognition" (Harris, 
§7, Ch. 1). In particular, it is not clear to me that the 
communication + reception of some content is subservient to 
intention recognition. Rather, it seems to me that the 
grounding relation should be flipped! This is because I 
sympathize with the intuition that the most fundamental 
aspect of communication is to exchange information (which 
we may loosely identify with semantic content), and that 
intention recognition is but one way to do so successfully.



Eleonora  
In more detail, consider an instance of linguistic communication between 
a speaker and an addressee. The overarching goal of communication is to 
convey some content P, and part of what it takes to successfully do so 
may be for the addressee to recognize the speaker’s intention to do so. 
That is, if S wishes to communicate P, then S should certainly act in ways 
that will ensure/facilitate that the addressee understands that S means to 
convey P. However, P may be effectively communicated even without a 
successful intention recognition. This is because it seems to me that one 
may successfully communicate some semantic content without a 
successful intention recognition, but I do not see how there may be 
successful communication with a successful intention recognition but 
without some semantic content. In other words, while it is possible for S 
to communicate P without the intention to do so, S can’t have the 
intention to communicate P without P. In turn, since intention recognition 
is neither a sufficient nor a necessary condition for successful 
communication, it is in this sense that I believe that (i) the grounding 
relation ought to be flipped, as intention recognition subserves the 
communicative intent of some semantic content, and (ii) P is more 
fundamental than the intention to communicate P, in the context of 
human communication.



Elliot, responding to Eleonora (+1 Griffin)  
I found this super helpful in thinking through some things related to the 
overall project. I think its important to distinguish information (or more 
loosely the stuff communicated) from encoding/decoding. Plausibly all 
communication involves a speaker getting an addressee to represent 
some information; so I agree with you that all communication requires 
some stuff P that is communicated. However, I think the fact that some 
information is always communicated does not mean this information is 
always encoded/decoded. In the relevant sense, code is a 
conventionalized pairing of semantic content to symbols (e.g. SOS pairs 
to "...___..." in morse code). But in cases like flushing the goldfish, we 
don't have any sort of predetermined semantic content paired with the 
act of flushing. Converesly, in cases where there is encoded semantic 
content (e.g., "Smith has very good handwriting") the information 
communicated is subject to considerations of intention recognition (e.g., 
the sentence appears in a rec letter for smith). I found the first 10-15 
pages of 'Relevance' by Sperber and Wilson helpful for understanding 
what Griceans mean by code.



Eleonora again 
Which Came First, Linguistic Encoding/Decoding, or Intention 
Recognition? 

However, P may be effectively communicated even without a 
successful intention recognition.  

This is because it seems to me that one may successfully 
communicate some semantic content without a successful 
intention recognition, but I do not see how there may be 
successful communication with a successful intention 
recognition but without some semantic content.



Eleonora again 
Which Came First, Linguistic Encoding/Decoding, or Intention 
Recognition? 

However, P may be effectively communicated even without a 
successful intention recognition.  

This is because it seems to me that one may successfully 
communicate some semantic content without a successful 
intention recognition, but I do not see how there may be 
successful communication with a successful intention 
recognition but without some semantic content.



Shintaro 
Our signals are semantically underspecified, so we use 
background information to fill the gap. In this process, what 
ultimately determines the gap to reach full propositions? (For 
instance, which element is supposed to determine the 
standard of richness for a particular token of “rich” in this 
overall picture?)  

On the one hand, background information employed by an 
addressee seems something to play that role. However, on 
the other hand, the fully specified content is what a speaker 
intends to convey (if the communication successfully 
proceeds). In that case, the speaker’s intention seems to 
ultimately determine the unspecified parts of the signal. 
Rather, we might think that these elements together play that 
role in each conversational context. (Or, is the whole picture 
proposed in section 2 neutral with this issue?)



Neale, This, That, and the Other, p.78: 
…it would be perverse to insist upon a distinction between what A 
meant and what A intended to mean (and for good reason if Grice is 
right), a distinction between what A said and what A intended to say 
is not one obviously lacking a point. So, in the first instance, we 
should separate (i) what A intended to say by uttering X on a given 
occasion, and (ii) what a rational, reasonably well-informed 
interpreter in B’s shoes would think A intended to say by uttering X 
on that occasion (which is not to say there are not problems with the 
idea of a rational, reasonably well- informed interpreter in B’s shoes). 
In cases where (i) = (ii), we can talk freely about what the speaker 
said. (In cases where (i) ≠ (ii), certainly we could argue about which 
of (i) or (ii) or some third thing has the ‘right’ to be called what is 
said, but what would be the point? First, what third thing distinct 
from (i) and (ii) could be of any significance to a theory of 
interpretation? There is simply no rôle for a transcendent notion of 
what is said upon which (i) and (ii) converge when all goes well. 
Second, why is a choice between (i) and (ii) even needed in cases 
where (i) ≠ (ii)? 



Griffin 
My question is whether the encoding (production) and decoding 
(processing) aspects of language are computed by a single system, 
or distinct systems? There are considerations that pull in each 
direction. In favor of a multiple-module view, one of Fodor’s criteria 
for being a module was that the system has a specific domain of 
inputs. And it seems that production and parsing have different 
inputs: language production takes motor commands as inputs, 
whereas language processing takes some sort of mental 
representation caused by sensory stimuli. 

However, pulling towards the view that there’s a single module, we 
seem to produce and process language using the same Chomskyian 
grammar. There needs to be some connection here, at least in one 
direction: the language a person processes must make a difference in 
language production; we learn linguistic rules by perceiving them. But 
if language processing and production are informationally 
encapsulated, and both language production and processing draw on 
the same base of information, then they are necessarily the same 
module.



Griffin 
Perhaps this is a sort of edge case in which we should add some 
nuance to informational encapsulation? One idea would be to hold 
that there are two systems – language processing and production, 
and each is domain specific, but they are not informationally 
encapsulated from one another – even if they are informationally 
encapsulated from the central system(s)



Comprehension
Production

Submechanisms





Steve 
What does it mean for me to intend for you to phi? Surely I 
can't intend anyone's actions but my own. And if an 
intention-based theory of communication is trying to provide 
some psychological explanation for our linguistic actions, 
then it must be rooted in an individual's mental state, and not 
some amorphous shared intention/action (which I have a 
hard time making any sense of).  

Another gloss might be: “I intend for you to phi” means “I 
intend to perform an action that results in you phi-ing.” That 
seems to solve the issue. Not sure if this is a quibble or a 
deeper issue!





Steve 
What does it mean for me to intend for you to phi? Surely I 
can't intend anyone's actions but my own. And if an 
intention-based theory of communication is trying to provide 
some psychological explanation for our linguistic actions, 
then it must be rooted in an individual's mental state, and not 
some amorphous shared intention/action (which I have a 
hard time making any sense of). 

Let’s see if Chapter 3 changes your mind!



Steven 
I liked the idea of semantic underspecification in §2. It's 
noted that this feature expands our expressive capacity and 
improves processing efficiency. It also strikes me as a way to 
hedge against offensive communications or slights (intended 
or otherwise). Collectively, these features seem to serve a 
greater (and perhaps understated) function of 
communicating complex internal states that may be the sum 
of many independent intentions - arguably one intention, I 
suppose, but decomposable nonetheless. We've discussed 
chains of intentions (X utters Y to produce an action in Y that 
induces an event Z), but it strikes me that most utterances 
aim to accomplish many things at once. If I offer an apple to a 
professor, I may be simultaneously: attempting to curry favor; 
reinforcing their image of me as a good person; or trying to 
rid myself of this rotten, bruised apple. It's reasonable that all 
these may accomplished by the same non-verbal utterance.



“U meant something by uttering x” is true iff, for 
some audience A, U uttered x intending 

(i) A to produce a particular response r; 

(ii) A to think (recognize) that U intends (i); 

(iii)A to fulfill (i) on the basis of fulfilling (ii).

Utterer’s Occasion Meaning 
(Grice 1969)



2
Insinuation, Common Ground,
and the Conversational Record

Elisabeth Camp

2.1 Cooperation and Con!ict
Most theorizing about linguistic communication assumes that conversation is a
cooperative enterprise—speci"cally, one in which parties contribute information
to a joint project of "guring out how the world is.1,2 #ere are many reasons to
adopt an assumption of cooperativity. First, simply as an empirical generalization,
many conversations are cooperative; and it’s methodologically wise to start with
common, simple cases. Second, the fundamental nature of language as a conventional
representational system requires a signi"cant degree of cooperation for linguistic
communication to occur at all. As Locke says, because the association between
linguistic sign and signi"ed is voluntary and arbitrary, each person has an “inviolable
liberty to make words stand for what ideas he pleases”; it is only a desire to be
understood that produces a “tacit consent” to go along with “common use” (1689,
III.2). #ese features, of voluntariness and arbitrariness, render it very natural to
model linguistic meaning as a set of conventions for solving a coordination problem,
which builds in cooperativity (Lewis 1969, Skyrms 2010). #ird, the fundamental
nature of conversation involves coordination on and joint contributions to a common
topic (Clark and Brennan 1991, Roberts 1996). Finally, much communicated is not
explicitly articulated; to determine these contents, whether they are triggered by
speci"c expressions or by the overall utterance in context, a hearer must consider
what would make the utterance a cooperative contribution to the conversation
(Grice 1975).

1 #anks to audiences at Cambridge University, the Columbia-CUNY conference ‘New Work on Speech
Acts’, MIT, the New Mexico Texas Philosophical Society, Notre Dame University, the 2013 Rutgers
Semantics Workshop, Tu$s University, Université Libre de Bruxelles, University of Michigan, University
of Pittsburgh, University of Texas Austin, and Yale University for very helpful discussion. Special thanks
to Kent Bach, David Beaver, Daniel Harris, Claire Horisk, Je% King, Eliot Michaelson, Andy Rogers, and
Lynne Tirrell for extensive comments and discussion.

2 Many conversations also aim to achieve agreement about practical, evaluative, and interpretive
matters, and it is not obvious that these are appropriately analyzed in informational terms I largely leave this
concern aside for current purposes; see Camp 2017c for general discussion, and Camp 2017b for discussion
of non-information-driven conversational contributions within Stalnaker’s model.



Kristin: 
I’d like to check-in first and make sure I have a somewhat 
accurate understanding of aspects from pages 9-10: 
Because of intention recognition, we can communicate with 
a novel signal under episodes of non-conventional 
communication by attributing what state of mind best 
explains a person’s behavior and inferring intention. 
Employing context as a fallback perhaps, we can then use 
that inference to pair the signal-type with meaning. With 
this in place, we don’t have to rely on pre-established 
regularities or convention to explain the person’s behavior. 
And whatever signals that do look to pre-established 
regularities, conform with convention or acquire stable 
conventionalized meanings become stored in our repertoire 
but are nonetheless “subservient” to the powers of intention 
recognition. They work to offer “partial and defeasible 
evidence of our intentions” (Harris 10).



Kristin: 
What I'm interested in, is David Lewis’ “path to convention 
acquisition” that’s mentioned within this explanation, which admits 
of certain non-conventional communication (9). The section cited 
is about novel coordination or, since coordination is a “conspicuous 
common character” within the “class of situations” that language 
use is a part of (Lewis, Convention, 5), maybe its also about novel 
communication and/or novel signaling. However I can mush these 
things together. I was wondering are you (Prof. Harris) citing Lewis 
because he admits of this non-convention OR because you also see 
certain elements of Lewis’ theory (in the cited section) that are 
compatible with intention recognition? Or anyone else does. For 
instance, I could see how ‘expectations’ would be kind of seamless 
with intention recognition but there’s also this super curious use of 
‘analogy’ in these sections which I’m particularly interested in. 
Especially because I’ve found that Lewis believed analog systems 
and analogy might have shared commonalities. If these 
assumptions/facts check out, I can elaborate on all this.







Sadie 
Question: How much might our interpretation of novel signals 
interact with our understanding of other, non-novel signals, in 
cases where we have a communicative act that seems to be 
made up of both kinds of signal? In the goldfish case, it seems 
like we use our background knowledge of what a particular 
type of communicative signal (eye contact, which doesn’t 
seem novel, even if still semantically underdetermined in the 
way described elsewhere in this section) might mean in order 
to infer intention, as well as working out what the more novel 
flushing of the goldfish might mean with some other 
contextual background knowledge. When we interpret this 
act we use our understanding of how, more generally, looking 
someone directly in the eye whilst doing some activity acts 
upon the message conveyed by that action (eg. eye contact 
often signalling assertiveness whilst avoidance of eye contact 
might signal shame). The novel signal seems to have a non-
novel part that can’t be extricated from it.



See also: 
Gómez, J. C. (1996). Ostensive behavior in great apes: The role of eye 
contact. In A. E. Russon, K. A. Bard, & S. T. Parker (Eds.), Reaching into 
thought: The minds of the great apes (pp. 131–151). Cambridge University 
Press.

…a widely adopted marker of ostensive performance in 
human communication is the presence of eye contact. 
By intentionally initiating eye contact with an 
interlocutor either during or shortly before speaking or 
gesturing for them, speakers can use their eye contact 
as a mechanism for addressing their words or gestures 
to the attention of their audience … 

—Richard Moore, “Meaning and ostension in great ape gestural 
communication” 







Could theory of mind be the whole story of word 
learning? Perhaps learning the meaning of a word just 
reduces to intentional inference; once we know how 
children divine the intentions of others, there is nothing 
left to explain. 

But a lot more is needed.… 
—Bloom, How Children Learn the Meanings of Words







When learning word meanings, children do not have direct 
access to the semantics: all they ever get exposed to are 
speaker meanings and syntactic forms. Children somehow 
have to infer the semantics from both. 

—Hacquard & Lidz (2018)





Sadie 
Other thing: Thinking about novel signals reminds me of 
discussions about dance expression and vocabulary – Nelson 
Goodman talked about dance confronting us with movements 
which are deliberately ‘novel’, yet still successfully expressive. 
Goodman thinks these kinds of movement exemplify rather 
than denote. Think of Martha Graham’s modern dance 
movements: the ‘contraction and release’ technique 
suggesting a ‘connection between the attributes of strength 
and vulnerability’ (example stolen from this [https://
philpapers.org/rec/HALRLO] interesting paper), without 
using pre-established communicative conventions. Do we use 
a similar system to understand them as in the goldfish case?



Kelly 
I found section 9 [of “Intention Recognition as the Mechanism of 
Human Communication”] to be particularly interesting. …  

[I’m wondering] if there are scenarios in which people talk to 
themselves for functions that are communicative. Is it possible or 
useful to consider talking to oneself and someone of the 
communicative functions under the Gricean model, in which person 
A is both the utterer and the audience. (I'm not sure if this was 
discussed somewhere in the readings.) The act of talking to yourself 
as both the utterer and audience forces them to view their lines of 
reasoning from an external perspective (utterer's pov - audience's 
pov). I find that this sort of play-acting (pretending to be another 
person/your audience) very useful (in ways similar to dialectic 
methods or "bouncing ideas off each other") (and this is also related 
to the non-communicative functions of verbal practice, honing our 
thoughts down...). I feel that there is some work done here in self-talk 
that must be communicative to a certain degree. Of course, I don't 
think this conflict with any of the presentation explanations for non-
communicative functions as well.



Kelly 
A scenario of communicative self-talk I thought about is 
the application of therapeutic methods to manage 
emotions and calm anxiety where people tell themselves 
certain affirmations and process those words to calm 
down. I conceive this as the communication doing most of 
the comforting work: the perceived gap between the 
emotional self and the talking self that's doing the 
comforting allows for the person to calm down.



Cornelia 
I'm not sure if I find it plausible that in every case of 
purported mindreading and practical reasoning, we 
subconsciously reason in the described (sophisticated) way. 
That's just because I'm hesitant to subscribe to complex 
invisible processes in the mind when there may be other 
simpler explanations. And I feel like there often are: when we 
have never encountered a certain type of situation before, we 
may in fact have to figure out what's going on or what to do in 
the sophisticated way presented here. But often, we are 
familiar with the sorts of situations that we are in, or we can 
generalize from a different situation. We may have learned 
that waving is a good idea of getting someone's attention (if 
that person can't hear us) when we tried to talk to someone 
who was wearing headphones. This gives us a guide for the 
situation in which the car has broken down on the highway. 
No need to talk about intentions at all, just pure behavioral 
learning.



Cornelia 
How have we learned that's a good way of getting someone's 
attention? Not necessarily from mindreading! Maybe just 
from trial and error? Maybe because we've seen other people 
handle situations successfully this way? In most everyday 
cases, such an explanation just seems to capture what's 
going on more plausibly for me. That is not to say we don't 
engage in mindreading, but is it really that ubiquitous?



Minxin 
This passive aspect of mindreading plays a huge role in our social 
interactions, as demonstrated by the examples in the first 
section. What I am skeptical about is the role of mindreading in 
actively influencing what others think through communicative 
acts. 

A distinctive difference between the active and the passive 
aspects of mindreading is that when influencing others, instead 
of actually reading another agent’s facial expressions, pitches, 
gestures, or other communicative cues, a mindreading inference 
is a hypothetical postulate that the interlocutor will convert to 
the desired state of mind. It cannot be denied that this type of 
mindreading does take place; in fact, the whole industry of 
marketing is dedicated to predicting the market response to 
advertising events to better advertise the product (brand, 
celebrity, etc.). But the amount of mental labour re,uired seems 
to prevent it from occurring in most recurring daily 
communicative scenarios.



Minxin 
As the examples of misleading communications indicate, we are 
all capable of active mindreading that results in postulated 
inference about how to influence others to a desired response. 
But in most cases, it seems that conventions and habitual 
thinkings guide our communicative act. For example, in the job 
applicant example of section 2, it is plausible that they indeed 
intend to seem professional when dressing upabout alternative 
reason for this action might be that they are implying following 
conventions. They are merely taking what they believe to ,be the 
conventional action when going to an interview. What I am 
skeptical here is not if mindreading has a role in active 
communications, but rather whether all communications involve 
this populating mindreading inference.



Petru 
I had some questions about the mechanisms underlying the 
recursive function of the planning capacity (by which I just 
mean its ability to take its own outputs as further inputs), 
likely beyond the scope of the book itself, but interesting 
nonetheless (I think).



Petru 
Here is one sense in which I might use my planning capacity in suboptimal 
fashion. I can overthink a plan of action, mulling it over too much, obsessing 
over its details excessively, breaking it down over and over again into 
smaller subplans, and thereby possibly impairing my chances of success. 
Subjecting our planning capacity to excessive runtime demands in this way 
doesn’t seem to be uncommon at all. Situations in which we are highly 
invested in bringing about certain intended outcomes, communicative or 
otherwise, could be read as paradigm instances of deliberating about action 
plans to our own detriment. To guard against this, some (clearly fallible, if 
the preceding is correct) mechanism must be in place to ensure the optimal 
function of the planning capacity under “normal conditions.” Put otherwise: 
There seems to be an upper bound to the planning capacity if it is to run 
optimally and, since we do bring about the outcomes we intend with a 
reasonable degree of success in most cases, there must be something in 
place allowing us to ascertain when that upper bound has been reached. Is 
it a principle of minimal rationality “exert[ing] pressure on our practical 
reasoning” or is it a further cognitive mechanism of some sort? If it’s a 
mechanism, is it a part of the planning capacity itself, or does it belong to 
some other central-cognitive capacity? Why does this mechanism fail when 
it does?







Elliot: 
I think Cornelia’s question as to how much 
communication relies on mindreading is a really 
important one. Here’s a strategy we might use to answer 
it: consider individuals who have differing mindreading 
abilities and examine the extent to which they also have 
differing communicative abilities.



Elliot: 
Pursuing this strategy, I’ve been reading about autism 
spectrum disorders (ASD). Researchers once thought 
autism involved widespread deficits in both mindreading 
(dubbed “mindblindness”) and social communication. More 
recently, Damian Milton has proposed that the problem is 
actually one of “double empathy”; people with ASD are no 
worse at mindreading than neurotypical individuals, the two 
groups are just bad at mutually understanding each other. 
For example, Sheppard et al. (2015) found that neurotypical 
people are also ineffective at identifying the mental states of 
people with ASD. Furthermore, a neuroimaging study by 
Komeda et al (2015) showed that prompting autistic people 
with autistic characters, activated brain areas associated 
with empathy to just as when neurotypical people were 
prompted with neurotypical characters.





One of the manifestations of a basic 
metarepresentational capacity is a ‘theory of mind’. We 
have reason to believe that autistic children lack such a 
‘theory’. If this were so, then they would be unable to 
impute beliefs to others and to predict their behaviour. 

—Baron-Cohen, Leslie, and Frith (1985) 



The diagnostic criteria [for autism] at present are 
behavioural…and the main symptom, which can be 
reliably identified, is impairment in verbal and nonverbal 
communication.  

—Baron-Cohen, Leslie, and Frith (1985) 













Oh! Il n’a pas de lunettes  

[= Oh! He has no 
glasses on!]  

Q: Will autistic children interpret 
this as an indirect request/ 
suggestion as often as typically 
developing children?



Oh! Il n’a pas de lunettes  

[= Oh! He has no 
glasses on!]  

Q: Will autistic children interpret 
this as an indirect request/ 
suggestion as often as typically 
developing children?

A: Yes!





Across a range of elicited production tasks, the 
predominant finding was that children and adults 
with autism spectrum disorder demonstrate a 
deficit in the production of appropriate verbal 
reference in comparison not only to typically 
developing groups, but also to groups with 
Developmental Language Disorder or Down 
syndrome. In contrast, the studies of reference 
interpretation which compared performance to 
typical control groups all found no between-group 
differences in this regard.  

—Malkin, Abbot-Smith, and Williams (2018) 



Keysar, Barr, and Horton (1998): “The Egocentric Basis of Language Use: Insights From a Processing Approach,” 

Director’s instructions to Matcher:  
“Put the bottom block below the apple.”

If the Matcher moves the block marked      , then they have reasoned 
“egocentrically”—i.e., failed to account for the Director’s perspective.

π

THE DIRECTOR TASK



In the privileged condition, participants with ASD tended 
towards over-informativity, inappropriately using a 
specific referring term (e.g. ‘big cup’ when there was 
only one cup available from the listener’s visual 
perspective) significantly more frequently than the TD 
group (p5.01). In the shared condition, the ASD group 
more frequently failed to use a complex referring term 
when two competing referents were visible, though this 
group difference was only of marginal significance (p 1⁄4 
.08, effect size r 1⁄4 0.24). These findings reflect the 
simultaneous over and under-informativity in reference 
use by individuals with ASD which was also the general 
finding from narrative and conversational studies.  

—Malkin, Abbot-Smith, and Williams (2018) 



Elliot: 
Pursuing this strategy, I’ve been reading about autism 
spectrum disorders (ASD). Researchers once thought 
autism involved widespread deficits in both mindreading 
(dubbed “mindblindness”) and social communication. More 
recently, Damian Milton has proposed that the problem is 
actually one of “double empathy”; people with ASD are no 
worse at mindreading than neurotypical individuals, the two 
groups are just bad at mutually understanding each other. 
For example, Sheppard et al. (2015) found that neurotypical 
people are also ineffective at identifying the mental states of 
people with ASD. Furthermore, a neuroimaging study by 
Komeda et al (2015) showed that prompting autistic people 
with autistic characters, activated brain areas associated 
with empathy to just as when neurotypical people were 
prompted with neurotypical characters.







We form communicative 
intentions as part of the 
process of designing 
communicative acts for our 
addressees. 

This design process makes 
human communication much 
more powerful and efficient, 
and this is why we bother with 
communicative intentions.

2. Designing Communicative Acts
(Sept 21)

Signal Plan 
A plan about what kind of signal (e.g. 

which linguistic utterance) to address to A

Practical  
Reasoning

Revelatory Intention 
An intention to reveal the informative 

intention to A

Beliefs 
…about what sort of signal would 

successfully reveal the informative 
intention to A

Practical  
Reasoning

E!ective Intention 
An intention to produce a mental 

state M in an addressee A

Practical  
Reasoning

Prior Plans 
Intentions and policies that go beyond 

any one communicative act

Beliefs 
…which entail that getting person A to be 
in a mental state M would be a good way 

to accomplish prior plans

{Communicative 
Intention

An e!ective intention together 
with a suitable revelatory 
intention as its subplan

Beliefs 
…which entail that revealing the 

informative intention to A would give 
them a reason to enter state M


