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WHY SHOULD YOU (A NASSLLI 
STUDENT) CARE ABOUT SOCIAL 

COGNITION?
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⟦each F is G⟧ = (∀x: Fx)(Gx) 

 ⟦every F is G⟧ =  
[The X : F](X)[(∀x: Xx)(Gx)]

Different quantificational determiners tend to 
make use of different representational systems. 

This system is used to 
represent summary 

properties of collections, 
taken as wholes.  

This system is used to 
represent small numbers of 

things, considered as 
individuals.
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Social 
Cognition

“…the various 
psychological processes 
that enable individuals to 
take advantage of being 
part of a social group.” 

—Chris Frith  
“Social Cognition,” Philosophical Transactions of the Royal Society B, 2008



Social 
Cognition

The collection of cognitive 
capacities that allow us to 
understand and predict 
other agents, and to 
coordinate our own actions 
with theirs.
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…in our quotidian predicting, explaining, and coordinating 
behavior, we don’t need to read minds. Rather than 
mindreading, we use a host of different cognitive strategies. 
Some of these, such as predicting that others will do what 
we tend to do (Krueger 1988) or relying on stereotypes and 
social roles to predict that people will do what they should 
do as members of society (Locksley et al. 1980), can be 
used with people we don’t know at all. When we have close 
relationships with persons, we can use other strategies, 
such as inductive generalizations over one's past behavior 
(Kalish 2002), primary intersubjectivity (Trevarthen 1979), 
or trait attributions (Nisbett & Ross 1991). We also do 
attribute propositional attitudes, of course, but only in 
addition to other non-propositional mental states such as 
emotions and intentions. 

—Kristin Andrews 
Precis of Do Apes Read Minds? (2013)
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Event 
Cognition

•A domain-general capacity for 
representing experienced or hypothetical 
events. 

•Event representations are constructed by 
identifying their boundaries, i.e., the end 
of one event is the beginning of another.   

•Events are individuated by location, 
participants, kind, and goal. Changes in 
these properties typically constitute 
boundaries. 
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“Shane organized NASSLLI.”

“Shane was organizing NASSLLI.”
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“Shane organized NASSLLI.”

“Shane was organizing NASSLLI.”

MUCH MORE ON 
WEDNESDAY!
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MUCH MORE ON FRIDAY!
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SEMANTICS, 
PRAGMATICS, AND 
SOCIAL COGNITION
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COMMUNICATION AS INTENTION RECOGNITION 
(Grice 1957, 1969; etc.)

(1) Intention to produce R in 

(2) Intention for              to recognize 
intention (1) 

Intention to            
produce R in 

U



INTENTION RECOGNITION & SOCIAL COGNITION

•Message Design: How do speakers decide what to 
communicate? 

•Signal Design: How do speakers design utterances to 
give evidence of their intentions? 

•How do hearers recognize speakers’ intentions? 

•Do we always communicate like this, or do we use 
shortcuts? 

•If so, what kind of shortcuts?



Stalnaker (1970, 1973, 1974, 1978, 2002, 2014);  
Karttunnen (1974); Lewis (1979); etc.

Common Ground
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Shane organized 
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⟦ ⟧ pDECODINGShane organized 
NASSLLI.



⟦ ⟧ DECODING pShane organized 
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⟦ ⟧ DECODING pShane organized 
NASSLLI.



He picked a hard year!



⟦ ⟧ DECODING qHe picked a hard year!



⟦ ⟧ DECODING qHe picked a hard year!



Common Ground: Job Description
•Target of assertions 

•Determines the contents of context-sensitive expressions 

•Must satisfy (or accommodate) presuppositions 

•Connects anaphora to antecedents 

•Information relevant to audience design and interpretation

︙



CG as Commonly Believed Joint Acceptance (Stalnaker 2002) 

A proposition is CG for A and B (relative to some conversational purpose) iff: 

1a. A accepts that p (for the purpose of the conversation); 

   1b. B accepts that p (for the purpose of the conversation); 

2a. A believes (1a–b); 

   2b. B believes (1a–b); 

3a. A believes  that B believes (1a–b); 

   3b. B accepts that A believes (1a–b); 

 ⋮



Common Ground and Social Cognition: Questions
•Can we really have infinite, intersubjectively iterated 
propositional attitudes? 

•What cognitive mechanisms do we use to get, maintain, and 
coordinate those attitudes? 

•Always the same mechanisms? 

•What kind of cognitive resources does this take? 

•What about kids and animals? 

•︙



Common Ground and Social Cognition: Questions
•Can we really have infinite, intersubjectively iterated 
propositional attitudes? 

•What cognitive mechanisms do we use to get, maintain, and 
coordinate those attitudes? 

•Always the same mechanisms? 

•What kind of cognitive resources does this take? 

•What about kids and animals? 

•︙ MORE ON THURSDAY!



Evidentials: Brief description
•Evidentials are words or morphemes that indicate an agent’s 

source of evidence. 

•Sources are indicated to be direct or indirect, or a subtype 
(e.g. inferred, reported).  

•Evidentials can embed in matrix declaratives and sometimes 
polar interrogatives.  

•Evidentials can be grammatically obligatory or optional in 
these environments.  



Evidentials: Turkish illustration

•Turkish has two evidentials: -dı (direct) and -mış (indirect).    

•Turkish evidential are obligatory in the past tense for 
declaratives and polar interrogatives.  

Vazo kırıl dı.  

Vazo kırıl mış. 

The vase was broken, I experienced.  

The base was broken, I learned.



Evidentials: Open questions

• How are evidentials related to propositional attitudes? 
(Hearsay evidential are acceptable with a denial of belief 
akin to p, I heard, but I don’t believe that (AnderBois 2014), 
but direct evidentials are not (Murray (2017)).  

• How do evidentialized declaratives update the common 
ground? (Is it a secondary proposition (Murray 2017), are 
there multiple common grounds (Northrup 2014), or 
what?)



Evidentials: Open questions
How the open questions are answered makes predictions for 
how language interfaces with social cognition. 

Option #1 
Evidentials do encode the 
speaker’s attitude

Option #2  
Evidentials do not encode the 

speaker’s attitude

Prediction 
The acquisition of evidentials 
is not independent of the 
emergence of mindreading in 
children.

Prediction 
The acquisition of evidentials 

is independent of the 
emergence of mindreading in 

children.



Evidentials: Open questions



THE RATIONAL SPEECH ACT (RSA) MODEL



m0

m1

m2

m3

m4

uall = “Alex ate all of the cookies”

The Meaning Space  
Things that S could have meant. 
Think of these as answers to the 

QUD: how many cookies did 
Alex eat?

All cookies 
eaten.

Three 
cookies 
eaten

Two cookies 
eaten.

One cookie 
eaten.

All cookies 
remain.

The Utterance Space  
Things that S could have uttered.

usome = “Alex ate some of the cookies”

unone = “Alex ate none of the cookies”

⟦uall⟧ = {      }

Semantics 
The literal meanings of the 

utterances in U.

⟦usome⟧ = {                              }

⟦unone⟧ = {      }

Probability Space  
The prior probabilities of 

each of the propositions in 
the meaning space.

P(m1) = 0.2

P(m2) = 0.2

P(m3) = 0.2

P(m4) = 0.2

Basic Scalar Implicature Game

P(m0) = 0.2
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P(m1) = 0.2

P(m2) = 0.2

P(m3) = 0.2

P(m4) = 0.2

Basic Scalar Implicature Game

P(m0) = 0.2

• Suppose that S makes an utterance.  

• L wants to know the meaning. 

• Probabilistically: L’s job is to infer the 
likelihood of each possible meaning, given 
that the speaker made that utterance. 

• For each m, they calculate P(m|u): the 
probability of each meaning conditional on 
that utterance being made.



P(m1|uall) = 0

P(m2|uall) = 0

P(m3|uall) = 0

P(m4|uall) = 1

Basic Scalar Implicature Game

P(m0|uall) = 0

Alex ate all of the 
cookies.

• The literal meaning of this utterance is 
incompatible with all of the meanings 
except m4. 

• So, if they assume that the speaker is 
knowledgeable, honest, and informative 
(i.e., the maxim of quality), they can infer 
the truth of m4.



P(m1|unone) = 0

P(m2|unone) = 0

P(m3|unone) = 0

P(m4|unone) = 0

Basic Scalar Implicature Game

P(m0|unone) = 1

Alex ate none of 
the cookies.

• Similar story here.



P(m1) = 0.2

P(m2) = 0.2

P(m3) = 0.2

P(m4) = 0.2

Basic Scalar Implicature Game

P(m0) = 0.2

• What about when the speaker says this? 

• On one hand, the literal meaning of this 
utterance only rules out one possibility, 
m0. 

• But in cases like this, we tend to detect a 
scalar implicature that also rules out (or 
lowers the probability of) m4. 

• How can we predict this?

Alex ate some of 
the cookies.



Basic Scalar Implicature Game

PL0(m0|usome) = 0

Alex ate some of 
the cookies.

PL0(m1|usome) = .25

PL0(m2|usome) = .25

PL0(m3|usome) = .25

PL0(m4|usome) = .25

• First, here’s a rule that predicts what the 
literal listener (L0) would do: 

PL0 (m|u) ∝ δm∈⟦u⟧ · P(m) 

δm∈⟦u⟧ = 1 if m is one of u’s meanings; 
otherwise it is 0 

• So, L0 distributes probabilities across the 
alternatives compatible with the literal 
meaning of u, in proportion to their prior 
probabilities.



Basic Scalar Implicature Game

PL0(m0|usome) = 0

Alex ate some of 
the cookies.

PL0(m1|usome) = .25

PL0(m2|usome) = .25

PL0(m3|usome) = .25

PL0(m4|usome) = .25

• In this case, since the priors were all even, 
we get the assumption that M0 is ruled 
out, but M1–M4 are equally likely. 

• This is the strictly literal interpretation.



Basic Scalar Implicature Game
• Now let’s think about this from the 

perspective of the “pragmatic speaker”, S1
—a speaker who is trying to be 
informative, and thinking about how the 
listener will interpret them. 

• Given that they want to mean m, they 
need to calculate P(u|m) for each possible 
utterance u, which is the probability that 
they should utter u given how good it 
would be if the listener inferred m.

P(usome|m1–3) = ?

P(unone|m1–3) = ?

P(uall|m1–3) = ?



Basic Scalar Implicature Game
• The basic RSA model predicts that the 

pragmatic speaker will calculate the utility 
of each possible u as a way of conveying 
m. 

• This is calculated as the (the natural 
logarithm of) the literal listener’s 
probability of m given u, minus the “cost” 
of uttering u:  

U(u,m) = ln PL0(m|u) — cost(u) 

P(usome|m1–3) = ?

P(unone|m1–3) = ?

P(uall|m1–3) = ?



Basic Scalar Implicature Game

Alex ate some/all 
of the cookies.

• Then this utility score is fed into the 
following equation to calculate PS1(u|m) 

PS1(u|m) ∝ exp(α · U(u; m))  

• Here, α is a “utility-scaling parameter” that 
represents how well the speaker’s 
behavior conforms to expected utility. 

P(usome|m1–3) = ?

P(unone|m1–3) = ?

P(uall|m1–3) = ?



P(usome|m1–3) = ?

P(unone|m1–3) = ?

P(uall|m1–3) = ?



Basic Scalar Implicature Game

Alex ate some of 
the cookies.

• Finally, consider the pragmatic listener 
(L1), who reasons about what the 
pragmatic speaker would do and updates 
accordingly. 

• They calculate PL1(m|u) from PS1(u|m) and 
P(m), using Bayes’ rule: 

PL1 (m|u) ∝ PS1 (u|m) · P(m)  

• Given most values for α, this winds up 
lowering the odds of m4, which is the 
implicature we were looking for.

PL0(m0|usome) = 0

PL0(m1|usome) = .25

PL0(m2|usome) = .25

PL0(m3|usome) = .25

PL0(m4|usome) = .25



RSA and Social Cognition: Questions

•Does it follow from RSA models that we have to 
represent and anticipate other agents’ partial beliefs 
(credences), and not merely their full beliefs? 

•How do we do this? 

•With what degree of precision? 

•How hard is it? 

•︙
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Karttunen (1976); Heim (1982, 1983); Kamp (1981)

bald
loves 2

friend of 3
loves 1

friend of 2

⋮ ⋮

⋮ ⋮
a man

Dynamic Theories 
of Anaphora



Nine of the ten marbles are in the bag. 
It is probably under the sofa.

#

One of the ten marbles is not in the 
bag. It is probably under the sofa.

Partee/Heim



He is coming to the party tonight.#



He is coming to the party tonight.

I know a man.



I propose that the common ground of a 
context be identified with what I have been 
calling the “file” of that context. As we will 
see, files cannot be construed as sets of 
possible worlds, although each file 
determines such a set.  

—Heim (1982) 
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Roberts (2003)
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coming to  
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bald
loves 2

friend of 3
loves 1

friend of 2

⋮ ⋮

⋮ ⋮
a man

The tall guy I told you about 
 is coming to the party tonight.
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bald
loves 2

friend of 3
loves 1

friend of 2

⋮ ⋮

⋮
a man

The tall guy I told you about 
 is coming to the party tonight.

coming  
to party



Dynamic Theories: Questions

•How do discourse referents (and their relative 
salience) relate to our mental representations? 

•Are discourse referents models of mental files 
(/ object files)? 

•If so, how do we coordinate 
them with others?
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CONTEXT-SENSITIVITY AND SOCIAL COGNITION

Epistemic Modals 

It might rain this week. 

How do we coordinate on a body of information to 
serve as the modal’s domain of quantification? 

(Is this body itself an object of social cognition?)



CONTEXT-SENSITIVITY AND SOCIAL COGNITION

Definite Reference  

Give me this/that. 

How do does the speaker choose which expression to 
use, given that they have a referent? 

How do we coordinate on a referent for that?



CONTEXT-SENSITIVITY AND SOCIAL COGNITION

Definite Reference  

Give me this/that. 

How do does the speaker choose which expression to 
use, given that they have a referent? 

How do we coordinate on a referent for that?

MUCH MORE TOMORROW!
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